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#### Abstract

In this paper some geometrical aspects of constrained mechanics are studied. A symplectic setting for vakonomic mechanics is given, and the conservation of the energy is discussed. This formulation needs constraint forces involving accelerations. A reduction procedure is given for Čaplygin vakonomic systems. Finally, a unified geometrical framework for non-holonomic and vakonomic mechanics is described. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Non-holonomic mechanics have gained much attention in the last years. Indeed, there are many efforts to put it in the stream of the so-called geometric mechanics (see for instance [1,3-9,12-18,20-24,27-34] and references therein).

A non-holonomic mechanical system consists of a Lagrangian function $L$ defined on the space of velocities $T Q$ of a configuration manifold $Q$ subjected to constraints given

[^0]by a submanifold $M$ of $T Q$. If a compatibility condition is assumed one can obtain the constrained dynamics by projecting the unconstrained one.

A different approach to constrained mechanics is the so-called vakonomic mechanics studied by Kosloz [19] (see also [2,27]). In contrast with non-holonomic mechanics, vakonomic mechanics comes from a variational principle. Roughly speaking, in non-holonomic mechanics one consider extremals for the action which are compatible with the constraints; on the other hand, in vakonomic mechanics one looks for extremals in the class of curves which satisfy the constraints. Both mechanics lead to different equations of motion, and the solutions coincide if the constraints are holonomic.

Our purpose in this paper is to describe a geometrical (symplectic) setting for vakonomic mechanics. We first discuss in Section 2 some aspects of the above variational issues concerning unconstrained, non-holonomic and vakonomic mechanics. Our discussion is inspired in that by Lewis and Murray [27], but we deal with non-linear constraints. The main conclusion is that the action is always the same, but the allowable virtual displacements are different according to the cases. In Section 3, we recall the symplectic formalism for unconstrained mechanics, and in Section 4, we develop a symplectic setting for non-holonomic mechanics. Apart from the Lagrangian forces we have the reaction forces due to the constraints, which are understood here as a suitable 1 -form taking values in the sometimes called Chetaev bundle $S^{*}\left(T M^{0}\right)$, where $S$ is the vertical endomorphism on $T Q$. As we said before, the compatibility condition allows us to obtain the constrained dynamics in an intrinsic way. Moreover, if the constraint submanifold $M$ is homogeneous, then the energy is a conserved quantity. The main results are contained in Sections 5 and 6. In Section 5 we construct a geometrical framework for vakonomic mechanics. The bundle of forces acting on the system is given by the space of semibasic 1-forms $\lambda^{i} \delta \Phi_{i}+\mathrm{d}_{T}\left(\lambda^{i}\right) S^{*}\left(\mathrm{~d} \Phi_{i}\right)$, where $\delta$ is the Euler-Lagrange operator [35], $\Phi_{i}$ a family of independent constraints, $\mathrm{d}_{T}$ the total derivative with respect to time, and $\lambda^{i}$ are arbitrary functions on $T Q$. Therefore, the forces involve accelerations. In fact, they are 1 -forms defined along the canonical projection $\tau_{21}: T^{2} Q \rightarrow T Q$ of the second or der tangent bundle $T^{2} Q$ onto $T Q$ along $M$. Even if the compatibility condition is assumed, the existence of a solution on $M$ is not guaranteed. Indeed, a vakonomic system is equivalent to a pre-symplectic one (see [2,10]). A solution, if exists, is necessarily a SODE, and in fact it is a vector field along the canonical projection $\tau_{21}: T^{2} Q \rightarrow T Q$. Moreover, we prove that the energy is a conserved quantity if and only if the work performed for any "non-holonomic" reaction force $\mu^{i} S^{*}\left(\mathrm{~d} \Phi_{i}\right)$ is constant along the motions. In Section 6 we discuss an example (a skate on an inclined plane) in order to clarify the ideas and results contained in this paper. A unified symplectic setting is proposed in Section 7. Finally, in Section 8 we develop a reduction procedure for Čaplygin vakonomic systems, and apply it to reduce the vakonomic equations of motion of the rolling disk.

## 2. Some remarks on variational principles in mechanics

Let $Q$ be a configuration $n$-dimensional manifold, and $L: T Q \rightarrow \mathbb{R}$ an autonomous Lagrangian function. If ( $q^{A}$ ) are coordinates on $Q$, we denote by $\left(q^{A}, \dot{q}^{A}\right)$ the fibred coor-
dinates on $T Q$. Then the tangent bundle projection $\tau_{Q}: T Q \rightarrow Q$ reads as $\tau_{Q}\left(q^{A}, \dot{q}^{A}\right)=$ $\left(q^{A}\right)$.

We will denote by $S=\mathrm{d} q^{A} \otimes\left(\partial / \partial \dot{q}^{A}\right)$ the canonical vertical endomorphism on $T Q$, and by $\Delta=\dot{q}^{A}\left(\partial / \partial \dot{q}^{A}\right)$ the Liouville vector field of $T Q$ (see [26] for the intrinsic definitions). In what follows, $S^{*}$ denotes the adjoint operator defined by $S^{*}(\alpha)=\alpha \circ S$, for any 1-form $\alpha$ on $T Q$.

If $f$ is a function on the tangent bundle of order $k$ of $Q$, i.e., $f: T^{k} Q \rightarrow \mathbb{R}$, we denote by $\mathrm{d}_{T} f$ the total derivative of $f$ which is a function on the tangent bundle $T^{k+1} Q$ of order $k+1$ of $Q ; \mathrm{d}_{T} f$ is locally defined by

$$
\mathrm{d}_{T} f=\dot{q}^{A} \frac{\partial f}{\partial q^{A}}+\ddot{q}^{A} \frac{\partial f}{\partial \dot{q}^{A}}+\cdots+q^{(k+1) A} \frac{\partial f}{\partial q^{(k) A}}
$$

where $\left(q^{A}, \dot{q}^{A}, \ldots, q^{(r) A}\right)$ stand for the induced coordinates on the tangent bundle of order $r$ (see $[25,35]$ for more details). The operator $\mathrm{d}_{T}$ can be extended to differential forms in a very natural way by requiring that $\mathrm{d}_{T} \mathrm{~d}=\mathrm{d}_{T}$.

The operator $\mathrm{d}_{T}$ was used by Tulczyjew [35] to define the Lagrange differential

$$
\delta(\Psi)=\mathrm{d} \Psi-\mathrm{d}_{T}\left(S^{*}(\mathrm{~d} \Psi)\right)
$$

for all function $\Psi \in C^{\infty}(T Q)$. In local coordinates we have

$$
\delta(\Psi)=\left(\frac{\partial \Psi}{\partial q^{A}}-\mathrm{d}_{T}\left(\frac{\partial \Psi}{\partial \dot{q}^{A}}\right)\right) \mathrm{d} q^{A}
$$

which is a 1-form on $T^{2} Q$.
Given two points $x, y \in Q$ we define the manifold of twice piecewise differentiable curves which connect $x$ and $y$ as

$$
\mathcal{C}^{2}(x, y)=\left\{c:[0,1] \rightarrow Q \mid c \text { is } C^{2}, c(0)=x, \text { and } c(1)=y\right\}
$$

Let $c$ be a curve in $\mathcal{C}^{2}(x, y)$. As is well known the tangent space of $\mathcal{C}^{2}(x, y)$ at $c$ is given by

$$
\begin{aligned}
T_{c} \mathcal{C}^{2}(x, y) & =\left\{X:[0,1] \rightarrow T Q \mid X \text { is } C^{1}, X(t) \in T_{c(t)} Q\right. \\
X(0) & =0, \text { and } X(1)=0\}
\end{aligned}
$$

We assume that $L$ is subjected to constraints given by a submanifold $M$ of $T Q . M$ is locally defined as the zero set of $m$ functions $\left\{\Phi_{1}, \ldots, \Phi_{m}\right\}$, where $m$ is the codimension of $M$ in $T Q$. The bundle of Chetaev or constraint forces is $S^{*}\left((T M)^{0}\right)$ (see [14,21]), where $(T M)^{0}$ denotes the annihilator of the tangent bundle $T M$. Notice that the Chetaev bundle is only defined along $M$. The Chetaev bundle is locally generated by the semibasic 1-forms

$$
S^{*}\left(\mathrm{~d} \Phi_{i}\right)=\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \mathrm{~d} q^{A}, \quad 1 \leq i \leq m
$$

It is tacitly assumed that the 1 -forms $S^{*}\left(\mathrm{~d} \Phi_{i}\right)$ are indeed linearly independent. Therefore, an arbitrary constraint force is a linear combination of them: $\lambda^{i}\left(\partial \Phi_{i} / \partial \dot{q}^{A}\right) \mathrm{d} q^{A}$, which will be referred to as a non-holonomic force.

Now, we introduce the submanifold of $\mathcal{C}^{2}(x, y)$ which consists of those curves which are compatible with the constraint submanifold $M$

$$
\tilde{\mathcal{C}}^{2}(x, y)=\left\{\tilde{c} \in \mathcal{C}^{2}(x, y) \mid \dot{\tilde{c}}(t) \in M \quad \forall t \in[0,1]\right\}
$$

Given a curve $\tilde{c} \in \tilde{\mathcal{C}}^{2}(x, y)$, the constraints allow us to consider a special vector subspace of $T_{\tilde{c}} \mathcal{C}^{2}(x, y)$

$$
\mathcal{V}_{\tilde{c}}=\left\{X \in T_{\tilde{c}} \mathcal{C}^{2}(x, y) \mid S^{*}\left(\mathrm{~d} \Phi_{i}\right)(\bar{X})=0 \forall i\right.
$$

for all vector fields $\bar{X}$ on $T Q$ along $\dot{\tilde{c}}$ such that $\left.T \tau_{Q}(\bar{X})=X\right\}$. Therefore, if $X=X^{A}\left(\partial / \partial q^{A}\right)$ we deduce that $X \in \mathcal{V}_{\tilde{c}}$ if and only if

$$
\begin{equation*}
X^{A} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}=0 \quad \forall i \tag{1}
\end{equation*}
$$

along the curve $\tilde{c}$.
Next, we will describe the tangent space to $\tilde{\mathcal{C}}^{2}(x, y)$ at a curve $\tilde{c}$. If $\tilde{X} \in T_{\tilde{\mathcal{C}}} \tilde{\mathcal{C}}^{2}(x, y)$, then there exists a family of curves $\tilde{c}_{s}(t)$ in $\tilde{\mathcal{C}}^{2}(x, y)$ passing through $\tilde{c}$ (say, $\tilde{c}_{0}=\tilde{c}$ ) such that

$$
\begin{equation*}
\tilde{X}(t)=\left.\frac{\mathrm{d} \tilde{c}_{s}(t)}{\mathrm{d} s}\right|_{s=0} . \tag{2}
\end{equation*}
$$

In local coordinates we have $\tilde{c}_{s}(t)=\left(q^{A}(t, s)\right)$, and (2) becomes

$$
\begin{equation*}
X^{A}=\left.\frac{\partial q^{A}(t, s)}{\partial s}\right|_{s=0} \tag{3}
\end{equation*}
$$

where $\tilde{X}=X^{A}\left(\partial / \partial q^{A}\right)$. But the curves $\dot{\tilde{c}}_{s}(t)$ lie in $M$, so that

$$
\begin{equation*}
\Phi_{i}\left(q^{A}(t, s), \frac{\partial q^{A}(t, s)}{\partial t}\right)=0 \tag{4}
\end{equation*}
$$

and differentiating with respect to $s$ we obtain

$$
\begin{equation*}
\frac{\partial q^{A}(t, s)}{\partial s} \frac{\partial \Phi_{i}}{\partial q^{A}}+\frac{\partial \dot{q}^{A}(t, s)}{\partial s} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}=0 \tag{5}
\end{equation*}
$$

where the dot means derivative with respect to $t$. From (3) and (5) we deduce that $\tilde{X}$ has to satisfy the following equation:

$$
\begin{equation*}
X^{A} \frac{\partial \Phi_{i}}{\partial q^{A}}+\left(\mathrm{d}_{T} X^{A}\right) \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}=0 \quad \forall i \tag{6}
\end{equation*}
$$

along the curve $\tilde{c}$. Notice that in fact the derivative $\mathrm{d}_{T}$ is meaningful along a curve.
We define the functional $\mathcal{J}$ by

$$
\begin{aligned}
\mathcal{J} & : \mathcal{C}^{2}(x, y) \rightarrow \mathbb{R} \\
c & \mapsto \int_{0}^{1} L(\dot{c}(t)) \mathrm{d} t
\end{aligned}
$$

If $c \in \mathcal{C}^{2}(x, y)$ and $X \in T_{c} \mathcal{C}^{2}(x, y)$, a direct computation using integration by parts shows that (see [27])

$$
\mathrm{d} \mathcal{J}(c)(X)=\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A} \mathrm{~d} t .
$$

### 2.1. Unconstrained systems

In this case, $M=T Q$, and then $S^{*}\left((T M)^{0}\right)=0$. The Hamilton principle states that a curve $c \in \mathcal{C}^{2}(x, y)$ is a motion of the Lagrangian system defined by $L$ if and only if $c$ is a critical point of $\mathcal{J}$, i.e., $\mathrm{d} \mathcal{J}(c)(X)=0$ for all $X \in T_{\mathcal{C}} \mathcal{C}^{2}(x, y)$ which in turn is equivalent to the condition

$$
\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A} \mathrm{~d} t=0
$$

for all values of $X^{A}$. Therefore, we have

$$
\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) f X^{A} \mathrm{~d} t=0
$$

for all functions $f$ defined along $c$. In particular, we can take

$$
f=\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A},
$$

and we deduce that

$$
\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A}=0
$$

for all $X^{A}$. The converse is obvious. Hence, $c$ satisfies $\mathrm{d} \mathcal{J}(c)(X)=0$ for all $X \in T_{c} \mathcal{C}^{2}(x, y)$ if and only if we have

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=0, \quad 1 \leq A \leq n,
$$

i.e., $c$ satisfies the Euler-Lagrange equations.

### 2.2. Non-holonomic mechanics

The Hölder principle [2] states that a curve $\tilde{c} \in \tilde{\mathcal{C}}^{2}(x, y)$ is a motion if and only if it satisfies $\mathrm{d} \mathcal{J}(\tilde{c})(X)=0$ for all $X \in \mathcal{V}_{\tilde{c}}$, i.e.,

$$
\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A} \mathrm{~d} t=0
$$

for all $X^{A}$ satisfying Eq. (1). Since Eq. (1) is linear, we deduce that

$$
\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) f X^{A} \mathrm{~d} t=0
$$

for all functions $f$ along $\tilde{c}$. As above, if we take

$$
f=\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A}
$$

we deduce that $\tilde{c}$ is a motion if and only if

$$
\begin{equation*}
\left(\frac{\partial L}{\partial q^{A}}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right) X^{A}=0 \tag{7}
\end{equation*}
$$

for all $X^{A}$ satisfying Eq. (1), which is just the statement of D'Alembert's principle. If we denote by $\mathcal{F}_{n h}^{0}$ the annihilator of the space

$$
\left.\mathcal{F}_{n h}=\left\langle X^{A}\right| X^{A} \text { satisfies }(1)\right\rangle
$$

then it is locally generated by the constraint forces, say

$$
\mathcal{F}_{n h}^{0}=\left\langle S^{*}\left(\mathrm{~d} \Phi_{i}\right)\right\rangle .
$$

Therefore, the 1-form $\delta(L)=\left(\left(\partial L / \partial q^{A}\right)-(\mathrm{d} / \mathrm{d} t)\left(\partial L / \partial \dot{q}^{A}\right)\right) \mathrm{d} q^{A}$ is in $\mathcal{F}_{n h}^{0}$, i.e.,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=-\lambda^{i} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}, \quad 1 \leq A \leq n \tag{8}
\end{equation*}
$$

for some Lagrange multipliers $\lambda^{1}, \ldots, \lambda^{m}$. Conversely, if $\delta(L) \in \mathcal{F}_{n h}^{0}$ along $\tilde{c}$, then $\tilde{c}$ is a motion for the non-holonomic problem.

Next, we will discuss the principle of virtual work.
Principle of virtual work The work done by the forces of constraint is zero on motions allowed by the constraints.

This statement cannot be derived from the non-holonomic equations of motion. Indeed, the principle of virtual work states that the work performed by the constraint force $\left(\lambda^{i}\left(\partial \Phi_{i} / \partial \dot{q}^{A}\right)\right) \mathrm{d} q^{A}$ (which is obtained after the determination of the Lagrange multipliers) is zero, i.e.,

$$
\lambda^{i} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \dot{q}^{A}=0
$$

Therefore, if the Liouville vector field $\Delta$ is tangent to the constraint submanifold, i.e., $\Delta_{\mid M} \in T M$, our system will satisfy the principle of virtual work. When $\Delta$ is tangent to $M$ we will say that the constraints are homogeneous. Clearly, a linear constraint is homogeneous.

### 2.3. Vakonomic mechanics

In vakonomic mechanics, a motion is a curve $\tilde{c} \in \tilde{\mathcal{C}}^{2}(x, y)$ such that $\mathrm{d} \mathcal{J}(\tilde{c})(\tilde{X})=0$ for all $\tilde{X} \in T_{\tilde{\mathcal{C}}} \tilde{\mathcal{C}}^{2}(x, y)$. Using the Lagrange multipliers theorem in an infinite dimensional context we deduce (see [2,27]) that $\tilde{c}$ is a motion if and only if there exist $m$ functions $\lambda^{1}, \ldots, \lambda^{m}$ such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=-\lambda^{i}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}\right)-\frac{\partial \Phi_{i}}{\partial q^{A}}\right)-\frac{\mathrm{d} \lambda^{i}}{\mathrm{~d} t} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}, \quad 1 \leq A \leq n \tag{9}
\end{equation*}
$$

Indeed, we have to use the natural pairing

$$
(\alpha, \tilde{X}) \mapsto \int_{0}^{1}\langle\alpha, \tilde{X}\rangle \mathrm{d} t
$$

where $\alpha$ is a 1-form on $T^{2} Q$ along $\tau_{21}: T^{2} Q \rightarrow T Q$ and $\tilde{X} \in T_{\tilde{c}} \tilde{\mathcal{C}}^{2}(x, y)$.
It should be noticed that Eq. (9) can be written as

$$
\begin{equation*}
(\delta L)_{A}=-\lambda^{i}\left(\delta \Phi_{i}\right)_{A}+\left(\mathrm{d}_{T} \lambda^{i}\right) \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}, \quad 1 \leq A \leq n \tag{10}
\end{equation*}
$$

An alternative approach to vakonomic mechanics is the following. We can prove that a curve $\tilde{c}=\left(q^{A}(t)\right)$ in $\tilde{\mathcal{C}}^{2}(x, y)$ is a solution of the vakonomic equations if and only if there exist local functions $\lambda^{1}, \ldots, \lambda^{m}$ on $T Q$ such that $\bar{c}(t)=\left(q^{A}(t), \lambda^{i}(t)\right)$ is an extremal for the extended Lagrangian

$$
\mathcal{L}=L+\lambda^{i} \Phi_{i},
$$

i.e., it satisfies the Euler-Lagrange equations

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}\right)-\frac{\partial \mathcal{L}}{\partial q^{A}}=0, \quad 1 \leq A \leq n
$$

(see [2,27] for details).

## 3. Unconstrained mechanics: a geometrical approach

Let us recall the symplectic formulation for unconstrained mechanics (see [26]).
Using $S$ and $\Delta$ we construct the Poincaré-Cartan 1-form $\alpha_{L}=S^{*}(\mathrm{~d} L)$, the PoincaréCartan 2-form $\omega_{L}=-\mathrm{d} \alpha_{L}$, and the energy function $E_{L}=\Delta(L)-L$ associated with $L$. As we know, $\omega_{L}$ is symplectic if and only if $L$ is regular. In such a case, the symplectic geometry allows us to derive the equations of motion in a geometrical way. Indeed, the equation

$$
\begin{equation*}
i_{X} \omega_{L}=\mathrm{d} E_{L} \tag{11}
\end{equation*}
$$

has a unique solution $\Gamma_{L}$, which is the Hamiltonian vector field $X_{E_{L}} ; \Gamma_{L}$ is usually called the Euler-Lagrange vector field. Denote by $b_{L}: T(T Q) \rightarrow T^{*}(T Q)$ and $\sharp_{L}: T^{*}(T Q) \rightarrow$ $T(T Q)$ the musical isomorphisms defined by $\omega_{L}$, i.e., $b_{L}(Y)=i_{Y} \omega_{L}$, and $\sharp_{L}=b_{L}^{-1}$. In local coordinates we have

$$
\begin{aligned}
\mathrm{b}_{L}\left(\frac{\partial}{\partial q^{A}}\right) & =\left(\frac{\partial \hat{p}_{A}}{\partial q^{B}}-\frac{\partial \hat{p}_{B}}{\partial q^{A}}\right) \mathrm{d} q^{B}+\frac{\partial \hat{p}_{A}}{\partial \dot{q}^{B}} \mathrm{~d} \dot{q}^{B} \\
\mathrm{~b}_{L}\left(\frac{\partial}{\partial \dot{q}^{A}}\right) & =-\frac{\partial \hat{p}_{B}}{\partial \dot{q}^{A}} \mathrm{~d} q^{B}
\end{aligned}
$$

where $\hat{p}_{A}=\left(\partial L / \partial \dot{q}^{A}\right), 1 \leq A \leq n$, are the generalized momenta.

Therefore, $\Gamma_{L}$ is a second order differential equation (SODE, for short), i.e., $S\left(\Gamma_{L}\right)=\Delta$. So, we have

$$
\Gamma_{L}=\dot{q}^{A} \frac{\partial}{\partial q^{A}}+\xi^{A}(q, \dot{q}) \frac{\partial}{\partial \dot{q}^{A}},
$$

which implies that the solutions of $\Gamma_{L}$ (i.e., the projections of its integral curves onto $Q$ ) are the solutions of the Euler-Lagrange equations

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=0, \quad 1 \leq A \leq n .
$$

If we contract Eq. (11) by $\Gamma_{L}$ we have

$$
0=\Gamma_{L}\left(E_{L}\right)
$$

which proves that the energy is a conserved quantity.

## 4. Non-holonomic mechanics: a geometrical approach

Assume that $L$ is subjected to a constraint submanifold $M$ of $T Q$ locally defined by the equations $\Phi_{i}\left(q^{A}, \dot{q}^{A}\right)=0,1 \leq i \leq m$. We denote by $F_{n h}$ the vector bundle over $M$ defined by prescribing its annihilator be $S^{*}\left((T M)^{0}\right)$, i.e., $F_{n h}^{0}=S^{*}\left((T M)^{0}\right)$. Notice that $b_{L}\left(F_{n h}^{\perp}\right)=F_{n h}^{0}$, where $\perp$ is used to denote the complement with respect to the symplectic form $\omega_{L}$.

Consider the following set of equations:

$$
\begin{equation*}
i_{X} \omega_{L}-\mathrm{d} E_{L} \in F_{n h}^{0}, \quad X \in T M \tag{12}
\end{equation*}
$$

Henceforth, we will assume that the following conditions are fulfilled (see [36,37]):

1. codim $M=\operatorname{rank} F_{n h}^{0}$ (admissibility condition),
2. $T M \cap F_{n h}^{\perp}=0$ (compatibility condition).

The admissibility condition simply states that the 1-forms $\left\{S^{*}\left(\mathrm{~d} \Phi_{i}\right)\right\}$ are linearly independent (see Section 2). The meaning of the compatibility condition will become clear below.

If $X$ is a solution of Eq. (12) then it is a SODE. Moreover, if $c(t)=\left(q^{A}(t)\right)$ is a solution of $X$ we have that it satisfies the non-holonomic equations (8). Thus, Eq. (12) are the geometrical version of (8).

A solution of Eq. (12) will be of the form $X=\Gamma_{L}+\lambda^{i} Z_{i}$, where $Z_{i}=\sharp_{L}\left(S^{*}\left(\mathrm{~d} \Phi_{i}\right)\right)$. In order to determine the Lagrange multipliers $\lambda^{i}$ we need to use the tangency condition $X\left(\Phi_{i}\right)=0$, for all $i$. Thus, we get

$$
0=X\left(\Phi_{j}\right)=\Gamma_{L}\left(\Phi_{j}\right)+\lambda^{i} Z_{i}\left(\Phi_{j}\right)
$$

Therefore, we obtain a system of linear equations. If the matrix $\left(Z_{i}\left(\Phi_{j}\right)\right)$ is regular the system has a unique solution. This happens, for instance, if the Hessian matrix of $L$ is positive or negative definite (see [21,24]).

If $\left(Z_{i}\left(\Phi_{j}\right)\right)$ is regular then we have

$$
\begin{equation*}
\lambda^{i}=-\mathcal{C}^{j i} \Gamma_{L}\left(\Phi_{j}\right) \tag{13}
\end{equation*}
$$

where $\left(\mathcal{C}^{i j}\right)$ is the inverse matrix of $\left(Z_{i}\left(\Phi_{j}\right)\right)$. In [21,24] it was proved that the regularity of these local matrices is equivalent to the compatibility condition. By a simple counting of dimensions we obtain a Withney sum decomposition

$$
T(T Q)_{\mid M}=T M \oplus F_{n h}^{\perp}
$$

with complementary projectors $\mathcal{P}: T(T Q)_{\mid M} \rightarrow T M$ and $\mathcal{Q}: T(T Q)_{\mid M} \rightarrow F_{n h}^{\perp}$ such that $\Gamma_{L, M}=\mathcal{P}\left(\Gamma_{L}\right)$ is the constrained dynamics (see [7,21,23,24]). We explicitly obtain

$$
\begin{equation*}
\Gamma_{L, M}=\mathcal{P}\left(\Gamma_{L}\right)=\Gamma_{L}-\mathcal{C}^{i j} \Gamma_{L}\left(\Phi_{j}\right) Z_{i} \tag{14}
\end{equation*}
$$

Remark 4.1. If $L$ is a Lagrangian of mechanical type, say $L=T-V$, where $T$ is the kinetic energy derived from a Riemannian metric on $Q$ and $V$ is a potential energy, then $L$ is always compatible with any constraint submanifold.

Remark 4.2. It should be noted that the determination of the Lagrange multipliers implies the knowledge of the dynamics as well as the knowledge of the constraint force $\lambda^{i}\left(\partial \Phi_{i} / \partial \dot{q}^{A}\right) \mathrm{d} q^{A}$.

Assume that the non-holonomic system $(L, M)$ is compatible and let $\Gamma_{L, M}$ be the solution of the equations of motion (12). If we contract the first equation in Eq. (12) by $\Gamma_{L, M}$, we obtain

$$
\Gamma_{L, M}\left(E_{L}\right)=\lambda^{i} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \dot{q}^{A}
$$

since $\Gamma_{L, M}$ is a SODE. Therefore, we have the following result.
Theorem 4.3. If the constraint submanifold $M$ is homogeneous then the energy is conserved.

## 5. Vakonomic mechanics: a geometrical approach

In this section we consider the vakonomic case.
Consider the projection $\left(\tau_{21}\right)_{\mid \tau_{21}^{-1}(M)}: \tau_{21}^{-1}(M) \rightarrow M$, where $\tau_{21}: T^{2} Q \rightarrow T Q$ is the canonical bundle projection. We denote by $F_{v k}$ the real vector space defined by prescribing its annihilator consists of the 1 -forms

$$
\left\{\lambda^{i} \alpha_{i}+\left(\mathrm{d}_{T} \lambda^{i}\right) S^{*}\left(\mathrm{~d} \Phi_{i}\right) \mid \lambda^{1}, \ldots, \lambda^{m} \in C^{\infty}(T Q)\right\}
$$

where

$$
\alpha_{i}=\mathrm{d}_{T}\left(S^{*}\left(\mathrm{~d} \Phi_{i}\right)\right)-\mathrm{d} \Phi_{i}, \quad 1 \leq i \leq m
$$

In local coordinates we obtain

$$
\alpha_{i}=\left(\mathrm{d}_{T}\left(\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}\right)-\frac{\partial \Phi_{i}}{\partial q^{A}}\right) \mathrm{d} q^{A}, \quad S^{*}\left(\mathrm{~d} \Phi_{i}\right)=\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \mathrm{~d} q^{A}
$$

In fact, $\alpha_{i}$ is just the 1 -form $\alpha_{i}=-\delta \Phi_{i}$ on $T^{2} Q$.
The above local expressions show that the set $F_{v k}$ consists of semibasic 1-forms along the canonical projection $\left(\tau_{21}\right)_{\mid \tau_{21}^{-1}(M)}: \tau_{21}^{-1}(M) \rightarrow M$.

Notice that $F_{v k}$ is a global object. Indeed, define an operator from 1-forms on $T Q$ into 1-forms on $T^{2} Q$ by

$$
\mathcal{K}=\mathrm{d}_{T} S^{*}-\tau_{21}^{*},
$$

i.e., if $\alpha$ is a 1-form on $T Q$ then $\mathcal{K}(\alpha)=\mathrm{d}_{T}\left(S^{*}(\alpha)\right)-\tau_{21}^{*} \alpha$ is a 1 -form on $T^{2} Q$. Now, a simple computation shows that

$$
F_{v k}^{0}=\mathcal{K}\left((T M)^{0}\right) .
$$

Consider the following set of equations

$$
\begin{equation*}
i_{X} \omega_{L}-\mathrm{d} E_{L} \in F_{v k}^{0}, \quad X \in T M \tag{15}
\end{equation*}
$$

Let us say some words about the meaning of Eq. (15). $X$ is a vector field along $\tau_{21}$, i.e., $X(z) \in T_{\tau_{21}(z)}(T Q)$, for any $z \in \tau_{21}^{-1}(M)$. Thus, $i_{X} \omega_{L}-\mathrm{d} E_{L}$ is a 1-form along $\tau_{21}$.

If $X$ is a solution of Eq. (15) then it is a SODE, since the elements in $F_{v k}^{0}$ are semibasic 1-forms. Moreover, if $c(t)=\left(q^{A}(t)\right)$ is a solution of $X$ we have that it satisfies the vakonomic equation (9). Thus, Eq. (15) are the geometrical version of (9).

Any solution of Eq. (15) will be of the form $X=\Gamma_{L}+\lambda^{i} U_{i}+\left(\mathrm{d}_{T} \lambda^{i}\right) Z_{i}$, where $U_{i}=$ $\sharp_{L}\left(\alpha_{i}\right)$ and $Z_{i}=\sharp_{L}\left(S^{*}\left(\mathrm{~d} \Phi_{i}\right)\right)$. Now, using the tangency condition, we get

$$
0=X\left(\Phi_{j}\right)=\Gamma_{L}\left(\Phi_{j}\right)+\lambda^{i} U_{i}\left(\Phi_{j}\right)+\left(\mathrm{d}_{T} \lambda^{i}\right) Z_{i}\left(\Phi_{j}\right)
$$

Let $X$ be a solution of Eq. (15), hence it is a SODE. A curve $c(t)=\left(q^{A}(t)\right)$ in $Q$ is a solution of $X$ if and only if

$$
\begin{equation*}
\frac{\mathrm{d} q^{A}}{\mathrm{~d} t}=\dot{q}^{A}, \quad \frac{\mathrm{~d}^{2} q^{A}}{\mathrm{~d} t^{2}}=X^{A}\left(q^{B}, \dot{q}^{B}, \ddot{q}^{B}, \lambda^{i}, \frac{\mathrm{~d} \lambda^{i}}{\mathrm{~d} t}\right) \tag{16}
\end{equation*}
$$

where $X=\dot{q}^{A}\left(\partial / \partial q^{A}\right)+X^{A}\left(q, \dot{q}, \ddot{q}, \lambda^{i}, \dot{\lambda}^{i}\right)\left(\partial / \partial \dot{q}^{A}\right)$. Eq. (16) are in general implicit differential equations.

Now, assume that, as in the precedent section, the matrix $\left(Z_{i}\left(\Phi_{j}\right)\right)$ is regular. Then we have

$$
\begin{equation*}
\mathrm{d}_{T} \lambda^{i}=-\mathcal{C}^{j i} U_{k}\left(\Phi_{j}\right) \lambda^{k}-\mathcal{C}^{j i} \Gamma_{L}\left(\Phi_{j}\right), \tag{17}
\end{equation*}
$$

where $\left(\mathcal{C}^{i j}\right)$ is the inverse matrix of $\left(Z_{i}\left(\Phi_{j}\right)\right)$. As for non-holonomic mechanics, the geometrical characterization of the regularity of the local matrices $\left(Z_{i}\left(\Phi_{j}\right)\right)$ is the condition

$$
F_{n h}^{\perp} \cap T M=0
$$

Eq. (17) is a differential equation involving the Lagrange multipliers. We thus have to give initial conditions for them in order to solve Eqs. (16) and (17). Note the difference with respect to the non-holonomic case, in which one obtains the Lagrange multipliers by an algebraic procedure.

Coming back to Eq. (16), if the associated non-holonomic system is compatible we can implement them as follows:

$$
\begin{aligned}
\frac{\mathrm{d} q^{A}}{\mathrm{~d} t} & =\dot{q}^{A}, \quad \frac{\mathrm{~d}^{2} q^{A}}{\mathrm{~d} t^{2}}=X^{A}\left(q^{B}, \dot{q}^{B}, \ddot{q}^{B}, \lambda^{i}, \frac{\mathrm{~d} \lambda^{i}}{\mathrm{~d} t}\right) \\
\frac{\mathrm{d} \lambda^{i}}{\mathrm{~d} t} & =-\mathcal{C}^{j i} U_{k}\left(\Phi_{j}\right) \lambda^{k}-\mathcal{C}^{j i} \Gamma_{L}\left(\Phi_{j}\right)
\end{aligned}
$$

Assume that $X$ is a solution of Eq. (15). If we contract the first equation in Eq. (15) by $X$ we obtain

$$
-X\left(E_{L}\right)=\lambda^{i} \alpha_{i}(X)+\left(\mathrm{d}_{T} \lambda^{i}\right) S^{*}\left(\mathrm{~d} \Phi_{i}\right)(X)
$$

Taking into account that $X$ is a SODE we have

$$
\begin{aligned}
-X\left(E_{L}\right) & =\lambda^{i} \mathrm{~d}_{T}\left(\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}\right) \dot{q}^{A}-\lambda^{i} \frac{\partial \Phi_{i}}{\partial q^{A}} \dot{q}^{A}+\mathrm{d}_{T}\left(\lambda^{i}\right) \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \dot{q}^{A} \\
& =\lambda^{i} \mathrm{~d}_{T}\left(\frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}\right) \dot{q}^{A}+\lambda^{i} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \ddot{q}^{A}+\mathrm{d}_{T}\left(\lambda^{i}\right) \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \dot{q}^{A}
\end{aligned}
$$

since

$$
\dot{q}^{A} \frac{\partial \Phi_{i}}{\partial q^{A}}+\ddot{q}^{A} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}}=0
$$

Therefore, we deduce that

$$
-X\left(E_{L}\right)=\mathrm{d}_{T}\left(\lambda^{i} \frac{\partial \Phi_{i}}{\partial \dot{q}^{A}} \dot{q}^{A}\right)
$$

Then, we have proved the following result.
Theorem 5.1. The energy of the vakonomic system $(M, L)$ is a conserved quantity if and only if the work done by the "reaction non-holonomic forces" $\lambda^{i}\left(\partial \Phi_{i} / \partial \dot{q}^{A}\right) \mathrm{d} q^{A}$ is a constant of the motion.

Remark 5.2. We can compare with the result for non-holonomic mechanics. If the constraint submanifold $M$ is homogeneous, then the energy $E_{L}$ is a conserved quantity for both mechanical systems, say non-holonomic and vakonomic.

Therefore, the following could be considered as a principle of virtual work for vakonomic mechanics:

Principle of virtual workfor vakonomic mechanics The work done by any non-holonomic force is constant along the motions allowed by the constraints.

## 6. An example: a skate on an inclined plane

Consider a skate on an inclined plane $\Pi$ with Cartesian coordinates $x, y$. We assume that the $y$-axis is horizontal, while the $x$-axis is directed downward (see [2]). Denote by $(x, y)$ the coordinates of the point of contact of the skate with $\Pi$, and let $\phi$ be the angle measured from the $x$-axis. The Lagrangian function is

$$
L=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}+\dot{\phi}^{2}\right)+x
$$

with an appropriate choice of unities. The system is also subjected to the constraint

$$
\Phi=\dot{x} \sin \phi-\dot{y} \cos \phi
$$

A direct computation shows that

$$
\Gamma_{L}=\dot{x} \frac{\partial}{\partial x}+\dot{y} \frac{\partial}{\partial y}+\dot{\phi} \frac{\partial}{\partial \phi}+\frac{\partial}{\partial \dot{x}}
$$

### 6.1. Non-holonomic equations of motion

From (13) we deduce that $\lambda=\dot{x} \dot{\phi} \cos \phi+\dot{y} \dot{\phi} \sin \phi+\sin \phi$, and then (14) implies that

$$
\begin{aligned}
X= & \dot{x} \frac{\partial}{\partial x}+\dot{y} \frac{\partial}{\partial y}+\dot{\phi} \frac{\partial}{\partial \phi}+(1-\sin \phi(\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi)) \frac{\partial}{\partial \dot{x}} \\
& +\cos \phi(\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi) \frac{\partial}{\partial \dot{y}} .
\end{aligned}
$$

In other words, a motion $(x(t), y(t), \phi(t))$ satisfies the following system of second order differential equations:

$$
\begin{aligned}
& \ddot{x}=1-\sin \phi(\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi) \\
& \ddot{y}=\cos \phi(\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi), \quad \ddot{\phi}=0,
\end{aligned}
$$

which can be explicitly integrated (see [2]).

### 6.2. Vakonomic equations of motion

In this case, (17) yields

$$
\begin{equation*}
\dot{\lambda}=\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi \tag{18}
\end{equation*}
$$

Therefore, a solution has the following form:

$$
\begin{aligned}
X= & \dot{x} \frac{\partial}{\partial x}+\dot{y} \frac{\partial}{\partial y}+\dot{\phi} \frac{\partial}{\partial \phi}+(1-\lambda \dot{\phi} \cos \phi-\dot{\lambda} \sin \phi) \frac{\partial}{\partial \dot{x}} \\
& +(-\lambda \dot{\phi} \sin \phi+\dot{\lambda} \cos \phi) \frac{\partial}{\partial \dot{y}}+\lambda(\dot{x} \cos \phi+\dot{y} \sin \phi) \frac{\partial}{\partial \dot{\phi}}
\end{aligned}
$$

where $\lambda$ is given by (18).

Hence, a motion $(x(t), y(t), \phi(t))$ satisfies the following system of second order differential equations:

$$
\begin{aligned}
& \ddot{x}=1-\lambda \dot{\phi} \cos \phi-\dot{\lambda} \sin \phi, \quad \ddot{y}=-\lambda \dot{\phi} \sin \phi+\dot{\lambda} \cos \phi \\
& \ddot{\phi}=\lambda(\dot{x} \cos \phi+\dot{y} \sin \phi), \quad \dot{\lambda}=\dot{\phi}(\dot{x} \cos \phi+\dot{y} \sin \phi)+\sin \phi
\end{aligned}
$$

Remark 6.1. Notice that in both cases the energy is conserved since the constraints are linear in the velocities.

## 7. A unified geometrical approach

The purpose of this section is to describe a general geometrical setting which includes non-holonomic and vakonomic mechanics as particular cases.

Let $L: T Q \rightarrow \mathbb{R}$ be a regular Lagrangian function, and $M$ a submanifold of codimension $m$ of $T Q$.

Let $\tilde{F}^{0}$ be a set of semibasic 1-forms along the projection $\left(\tau_{21}\right)_{\mid \tau_{21}^{-1}(M)}: \tau_{21}^{-1}(M) \rightarrow M$, and denote by $\tilde{F}$ its annihilator. In other words, for each $z \in T^{2} Q$ such that $y=\tau_{21}(z) \in M$, $\tilde{F}_{z}$ is a subset of $T_{y}(T Q)$. Therefore, if $\gamma \in \tilde{F}^{o}$, we have $\gamma=\gamma_{A}\left(q^{B}, \dot{q}^{B}, \ddot{q}^{B}\right) \mathrm{d} q^{A}$.

Consider the following system of equations:

$$
\begin{equation*}
i_{X} \omega_{L}-\mathrm{d} E_{L} \in \tilde{F}^{0}, \quad X \in T M \tag{19}
\end{equation*}
$$

One can imagine that the Lagrangian $L$ is subjected to the forces given by $\tilde{F}^{0}$ and some constraints given by $M$.

A solution $X$ of Eq. (19), if it exists, has to be of the form

$$
X=\Gamma_{L}+Y
$$

where $Y=\sharp_{L}(\gamma)$, and $\gamma \in \tilde{F}^{0}$. Now, we impose the second equation in Eq. (19) (the tangency condition) and we get

$$
0=X\left(\Phi_{j}\right)=\Gamma_{L}\left(\Phi_{j}\right)+Y\left(\Phi_{j}\right)
$$

A direct computation shows that the solutions of a solution $X$ of Eq. (19) satisfy the following equations of motion:

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=\gamma_{A}
$$

where $\gamma=\gamma_{A} \mathrm{~d} q^{A}$.
In order to recover the non-holonomic and vakonomic cases, we only need to take as $\tilde{F}^{0}$ either the natural lift of $F_{n h}^{0}$ to $T^{2} Q$ or $F_{v k}^{0}$.

## 8. Čaplygin vakonomic systems: reduction of the vakonomic equations

We will consider a Lagrangian function subjected to constraints given by a connection.

Suppose that $Q$ is a principal $G$-bundle over a manifold $\bar{Q}$ with projection $\rho: Q \rightarrow \bar{Q}$, and let $\Gamma$ be a principal connection in $\rho: Q \rightarrow \bar{Q}$. The Lagrangian $L: T Q \rightarrow \mathbb{R}$ is supposed to be $G$-invariant and in addition it is subjected to the constraints given by the horizontal distribution $\mathcal{H}$ of $\Gamma$, i.e., the allowable motions have to be horizontal curves with respect to that connection. Thus, the constraint submanifold $M$ is just the total space of the vector bundle $\mathcal{H} \rightarrow Q$, with $T Q=\mathcal{H} \oplus V \rho$, where $V \rho$ denotes the vertical subbundle with respect to the projection $\rho$. We denote by $\mathbf{h}: T Q \rightarrow \mathcal{H}$ the horizontal projector. We will assume that the resultant non-holonomic system is compatible in the sense of Section 4.

Take bundle coordinates $\left(q^{A}\right)=\left(q^{a}, q^{i}\right), 1 \leq a \leq n-m, 1 \leq i \leq m, n=\operatorname{dim} Q$. The horizontal distribution is locally spanned by the local vector fields

$$
H_{a}=\left(\frac{\partial}{\partial q^{a}}\right)^{\mathrm{H}}=\frac{\partial}{\partial q^{a}}-\Gamma_{a}^{i}\left(q^{A}\right) \frac{\partial}{\partial q^{i}},
$$

where $Y^{\mathrm{H}}$ stands for the horizontal lift to $Q$ of a vector field $Y$ on $\bar{Q}$, and $\Gamma_{a}^{i}=\Gamma_{a}^{i}\left(q^{b}, q^{j}\right)$ are the Christoffel components of $\Gamma$. Thus, we obtain a local basis of vector fields on $Q$

$$
\left\{H_{a}, V_{i}=\frac{\partial}{\partial q^{i}}\right\}
$$

Its dual basis of 1-forms is

$$
\left\{\eta_{a}=\mathrm{d} q^{a}, \eta_{i}=\Gamma_{a}^{i} \mathrm{~d} q^{a}+\mathrm{d} q^{i}\right\}
$$

and the constraints are

$$
\Phi_{i}=\Gamma_{a}^{i} \dot{q}^{a}+\dot{q}^{i}
$$

We deduce that

$$
F_{n h}^{0}=\operatorname{span}\left\{\eta_{i}\right\}, \quad F_{v k}^{0}=\left\{\lambda^{i} \alpha_{i}+\mathrm{d}_{T}\left(\lambda^{i}\right) \eta_{i}\right\}
$$

where $\alpha_{i}=\left(\delta \Phi_{i}\right)_{A} \mathrm{~d} q^{A}$. A direct computation shows that

$$
\alpha_{i}=\left[\mathrm{d}_{T}\left(\Gamma_{a}^{i}\right)-\frac{\partial \Gamma_{b}^{i}}{\partial q^{a}} \dot{q}^{b}\right] \mathrm{d} q^{a}-\frac{\partial \Gamma_{b}^{i}}{\partial q^{j}} \dot{q}^{b} \mathrm{~d} q^{j}
$$

The curvature of $\Gamma$ is the tensor field of type $(1,2)$ on $Q$ given by $R=\frac{1}{2}[\mathbf{h}, \mathbf{h}]$. Since

$$
\mathbf{h}\left(\frac{\partial}{\partial q^{a}}\right)=\frac{\partial}{\partial q^{a}}-\Gamma_{a}^{i} \frac{\partial}{\partial q^{i}}, \quad \mathbf{h}\left(\frac{\partial}{\partial q^{i}}\right)=0
$$

we obtain

$$
R\left(\frac{\partial}{\partial q^{a}}, \frac{\partial}{\partial q^{b}}\right)=R_{a b}^{i} \frac{\partial}{\partial q^{i}},
$$

with

$$
R_{a b}^{i}=\frac{\partial \Gamma_{a}^{i}}{\partial q^{b}}-\frac{\partial \Gamma_{b}^{i}}{\partial q^{a}}+\Gamma_{a}^{j} \frac{\partial \Gamma_{b}^{i}}{\partial q^{j}}-\Gamma_{b}^{j} \frac{\partial \Gamma_{a}^{i}}{\partial q^{j}}
$$

As we know, $\Gamma$ is flat if and only if the curvature $R$ identically vanishes and, in this case, the constrained system is holonomic.

Since $L$ is $G$-invariant one can define a Lagrangian function $L^{*}: T \bar{Q} \rightarrow \mathbb{R}$ given by

$$
L^{*}(Y)=L\left(\left(Y^{H}\right)_{q}\right)
$$

for any $Y \in T_{\bar{q}} \bar{Q}$, where $q$ is an arbitrary point in the fiber over $\bar{q}$. In local coordinates we have

$$
L^{*}\left(q^{a}, \dot{q}^{a}\right)=L\left(q^{a}, q^{i}, \dot{q}^{a},-\Gamma_{a}^{i} \dot{q}^{a}\right)
$$

Since $L^{*}$ does not depend on $q^{i}$ we deduce that

$$
\begin{equation*}
\frac{\partial L}{\partial q^{i}}=\frac{\partial L}{\partial \dot{q}^{j}} \frac{\partial \Gamma_{a}^{j}}{\partial q^{i}} \dot{q}^{a} \tag{20}
\end{equation*}
$$

The vakonomic equations for $L$ are the following:

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{a}}\right)-\frac{\partial L}{\partial q^{a}} & =-\lambda^{i}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\Gamma_{a}^{i}\right)-\frac{\partial \Gamma_{b}^{i}}{\partial q^{a}} \dot{q}^{b}\right)-\dot{\lambda}^{i} \Gamma_{a}^{i}, \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{i}}\right)-\frac{\partial L}{\partial q^{i}} & =\lambda^{j} \frac{\partial \Gamma_{a}^{j}}{\partial q^{i}} \dot{q}^{a}-\dot{\lambda}^{i} .
\end{aligned}
$$

After some calculations, and using (20) we obtain that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L^{*}}{\partial \dot{q}^{a}}\right)-\frac{\partial L^{*}}{\partial q^{a}}=-\left(\lambda^{i}+\frac{\partial L}{\partial \dot{q}^{i}}\right) \dot{q}^{b} R_{a b}^{i}
$$

where the Lagrange multipliers satisfy Eq. (17).
The term $\left(\partial L / \partial \dot{q}^{i}\right) \dot{q}^{b} R_{a b}^{i}$ was intrinsically defined in [24] as follows. Define a 1-form $\alpha_{L, \Gamma}$ on $T \bar{Q}$ by putting

$$
\left(\alpha_{L, \Gamma}\right)_{u}(U)=-\left(\alpha_{L}\right)_{x}(\tilde{X})
$$

for any $U \in T_{u}(T \bar{Q})$, for any $u \in T_{\bar{q}} \bar{Q}$, where $\tilde{X} \in T_{x}(T Q)$ is a tangent vector which projects onto the tangent vector $\gamma_{u}(U)=R\left(\left(u^{H}\right)_{q},\left(T \tau_{\bar{Q}}(U)\right)_{q}^{H}\right) \in T_{q} Q, \rho(q)=\bar{q}$, and $x \in M$ with $\tau_{Q}(x)=q$. In local coordinates, we get

$$
\alpha_{L, \Gamma}=\left(\frac{\partial L}{\partial \dot{q}^{i}} \dot{q}^{b} R_{a b}^{i}\right) \mathrm{d} q^{a}
$$

Therefore, $\alpha_{L, \Gamma}$ encodes the curvature of the connection.
Let us now examine the term $\lambda^{i} \dot{q}^{b} R_{a b}^{i}$. Using the same notations as above we have a linear mapping

$$
\gamma_{u}: T_{u}(T \bar{Q}) \rightarrow V_{q} \rho,
$$

where $V_{q} \rho$ denotes the vector subspace of $T_{q} Q$ consisting of the vertical vectors with respect to $\rho$. From now on we will assume that the Lie group $G$ is abelian. In this case, we have
a natural identification $V_{q} \rho \cong \mathfrak{g}$ which induces another one between the corresponding dual spaces: $V_{q}^{*} \rho \cong \mathfrak{g}^{*}$. Therefore, the transpose mapping to $\gamma_{u}$ can be understood as a linear mapping $\gamma_{u}^{*}: \mathfrak{g}^{*} \rightarrow T_{u}^{*}(T \bar{Q})$. Then we can define a real vector space $\tilde{F}_{v k}$ on $T \bar{Q}$ by prescribing its annihilator to be $\operatorname{Im} \gamma^{*}$. A direct computation proves that $\tilde{F}_{v k}^{0}$ is locally generated by the 1-forms $R_{a b}^{i} \dot{q}^{b} \mathrm{~d} q^{a}$.

Since $G$ is abelian, we have that $\Gamma_{a}^{i}$ is $G$-invariant, from which deduce that all the coefficients involved in Eq. (17) are $G$-invariant. Therefore, we could look for $G$-invariant Lagrange multipliers. We also remark that if $\lambda$ is $G$-invariant then $\mathrm{d}_{T} \lambda$ is so also, where now the action of $G$ on $T^{2} Q$ is the natural prolongation. Thus, one could consider a family $\bar{\lambda}^{i}$ of Lagrange multipliers satisfying the differential equation

$$
\begin{equation*}
\mathrm{d}_{T} \bar{\lambda}^{i}=-\overline{\mathcal{C}}^{j i} \overline{U_{k}\left(\Phi_{j}\right)} \bar{\lambda}^{k}-\overline{\mathcal{C}}^{j i} \overline{\Gamma_{L}\left(\Phi_{j}\right)}, \tag{21}
\end{equation*}
$$

where the bar over a term means that we are considering its projection onto $T \bar{Q}$. Then the lifts of $\bar{\lambda}^{i}$ to $T Q$ would satisfy Eq. (17). Conversely, each $G$-invariant solution of Eq. (17) projects onto a solution of Eq. (21).

Now, take a Lagrangian system with Lagrangian function $L$ and external force $\alpha_{L, \Gamma}$. Consider the following motion equation:

$$
\begin{equation*}
i_{Y} \omega_{L^{*}}-\mathrm{d} E_{L^{*}}-\alpha_{L, \Gamma} \in \tilde{F}_{v k}^{0} \tag{22}
\end{equation*}
$$

on $T \bar{Q}$.
The above discussion can be summarized as follows.
Theorem 8.1. If $G$ is abelian, then the vakonomic Čaplygin system $(L, \Gamma)$ is equivalent to the system defined by the Lagrangian $L^{*}$ and external force $\alpha_{L, \Gamma}+\beta$, with $\beta \in \tilde{F}_{v k}^{0}$, plus the differential equation (21). This means that the solutions of both systems are related by projection and lifting.

Indeed, if $Y$ is a solution of Eq. (22) with Lagrange multipliers $\bar{\lambda}^{i}$ then its horizontal lift $Y^{H}$ to $T Q$ is a solution of Eq. (15) with Lagrange multipliers $\lambda^{i}=\bar{\lambda}^{i} \circ T \rho$. Conversely, if $X$ is a $G$-invariant solution of Eq. (15) then its projection $T \rho(X)$ is a solution of Eq. (22).

Remark 8.2. We have developed a reduction procedure which works as follows. First, we solve Eq. (21) and obtain the Lagrange multipliers $\bar{\lambda}^{i}$. Next, we solve the reduced dynamics $Y$, and finally we lift $Y$ to $T Q$ by using the tangent connection $T \Gamma$ in the principal bundle $T Q \rightarrow T \bar{Q}$ (see [11] for tangent prolongations of principal connections).

### 8.1. An example: the rolling disk

Consider a rolling disk of radius $R$ and mass $m$ constrained to remain vertical on a plane. We introduce coordinates ( $x, y, \theta_{1}, \theta_{2}$ ) in the configuration manifold $Q=\mathbb{R}^{2} \times S^{1} \times S^{1}$, where $x, y$ are the Cartesian coordinates of the center of mass, $\theta_{1}$ the angle between the tangent of the disk at the point of contact and the axis $x$ and $\theta_{2}$ is the angle given by a fixed diameter and the vertical.

The system is described by a Lagrangian

$$
L=\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{1} \dot{\theta}_{1}^{2}+\frac{1}{2} I_{2} \dot{\theta}_{2}^{2}
$$

where $I_{1}$ and $I_{2}$ are the moments of inertia, and the constraints

$$
\Phi_{1}=\dot{x}-R \dot{\theta}_{2} \cos \theta_{1}, \quad \Phi_{2}=\dot{y}-R \dot{\theta}_{2} \sin \theta_{1} .
$$

The vakonomic equations of motion are

$$
\begin{aligned}
& m \ddot{x}=-\dot{\lambda}^{1}, \quad m \ddot{y}=-\dot{\lambda}^{2}, \quad I_{1} \ddot{\theta}_{1}=\lambda^{1} \dot{\theta}_{2} R \sin \theta_{1}-\lambda^{2} \dot{\theta}_{2} R \cos \theta_{1}, \\
& \left(I_{2}+m R^{2}\right) \ddot{\theta}_{2}=-\lambda^{1} \dot{\theta}_{1} R \sin \theta_{1}+\lambda^{2} \dot{\theta}_{1} R \cos \theta_{1},
\end{aligned}
$$

with

$$
\begin{aligned}
& \dot{\lambda}^{1}=-\frac{R^{2} m \dot{\theta}_{1} \sin \theta_{1} \cos \theta_{1}}{I_{2}+R^{2} m} \lambda^{1}-\frac{R^{2} m \dot{\theta}_{1} \cos ^{2} \theta_{1}}{I_{2}+R^{2} m} \lambda^{2}+R m \dot{\theta}_{1} \dot{\theta}_{2} \sin \theta_{1}, \\
& \dot{\lambda}^{2}=-\frac{R^{2} m \dot{\theta}_{1} \sin ^{2} \theta_{1}}{I_{2}+R^{2} m} \lambda^{1}+\frac{R^{2} m \dot{\theta}_{1} \sin \theta_{1} \cos \theta_{1}}{I_{2}+R^{2} m} \lambda^{2}-R m \dot{\theta}_{1} \dot{\theta}_{2} \cos \theta_{1} .
\end{aligned}
$$

Next, we will apply the reduction method discussed above.
$\mathbb{R}^{2} \times S^{1} \times S^{1}$ is a principal $\mathbb{R}^{2}$-bundle over $\mathbb{T}^{2}=S^{1} \times S^{1}$ with projection $\rho: \mathbb{R}^{2} \times$ $\mathbb{T}^{2} \rightarrow \mathbb{T}^{2}, \rho\left(x, y, \theta_{1}, \theta_{2}\right)=\left(\theta_{1}, \theta_{2}\right)$. A principal connection $\Gamma$ is defined by prescribing its horizontal distribution to be given by

$$
\mathcal{H}^{0}=\operatorname{span}\left\{\mathrm{d} x-R \cos \theta_{1} \mathrm{~d} \theta_{2}, \mathrm{~d} y-R \sin \theta_{1} \mathrm{~d} \theta_{2}\right\} .
$$

So $(L, \Gamma)$ is a Čaplygin system.
The Christoffel components are

$$
\Gamma_{1}^{x}=\Gamma_{1}^{y}=0, \quad \Gamma_{2}^{x}=-R \cos \theta_{1}, \quad \Gamma_{2}^{y}=-R \sin \theta_{1}
$$

with the obvious notations. Therefore, the reduced Lagrangian is

$$
L^{*}\left(\theta_{1}, \theta_{2}, \dot{\theta}_{1}, \dot{\theta}_{2}\right)=\frac{1}{2} I_{1} \dot{\theta}_{1}^{2}+\frac{1}{2}\left(I_{2}+m R^{2}\right) \dot{\theta}_{2}^{2}
$$

Since the curvature of $\Gamma$ is given by

$$
R_{12}^{x}=-R_{21}^{x}=-R \sin \theta_{1}, \quad R_{12}^{y}=-R_{21}^{y}=R \cos \theta_{1}
$$

the other components being zero, we deduce that $\alpha_{\mathrm{L}, \Gamma}$ identically vanishes.
A long but straightforward computation shows that the reduced vakonomic equations of motion are

$$
\begin{aligned}
& I_{1} \ddot{\theta}_{1}=\bar{\lambda}^{1} \dot{\theta}_{2} R \sin \theta_{1}-\bar{\lambda}^{2} \dot{\theta}_{2} R \cos \theta_{1} \\
& \left(I_{2}+m R^{2}\right) \ddot{\theta}_{2}=-\bar{\lambda}^{1} \dot{\theta}_{1} R \sin \theta_{1}+\bar{\lambda}^{2} \dot{\theta}_{1} R \cos \theta_{1}
\end{aligned}
$$

with

$$
\begin{aligned}
& \dot{\bar{\lambda}}^{1}=-\frac{R^{2} m \dot{\theta}_{1} \sin \theta_{1} \cos \theta_{1}}{I_{2}+R^{2} m} \bar{\lambda}^{1}-\frac{R^{2} m \dot{\theta}_{1} \cos ^{2} \theta_{1}}{I_{2}+R^{2} m} \bar{\lambda}^{2}+R m \dot{\theta}_{1} \dot{\theta}_{2} \sin \theta_{1} \\
& \dot{\bar{\lambda}}^{2}=-\frac{R^{2} m \dot{\theta}_{1} \sin ^{2} \theta_{1}}{I_{2}+R^{2} m} \bar{\lambda}^{1}+\frac{R^{2} m \dot{\theta}_{1} \sin \theta_{1} \cos \theta_{1}}{I_{2}+R^{2} m} \bar{\lambda}^{2}-R m \dot{\theta}_{1} \dot{\theta}_{2} \cos \theta_{1}
\end{aligned}
$$
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